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(a) Provide definitions for the following terms:

Normal form game.

A N player normal form game consists of:
— A finite set of N players;
— Strategy spaces for the players: Si,.5,,93,...5nN;
— Payoff functions for the players: u; : S7 X Sy--- x Sy = R
[1]

Strictly dominated strategy.

In an N player normal form game. A pure strategy s; € S; is said to be
strictly dominated if there is a strategy o; € AS; such that u;(o;,s_;) >
w;(si, s—;) for all s_; € S_; of the other players.

[1]

Weakly dominated strategy.

In an N player normal form game. A pure strategy s; € S; is said to be
weakly dominated if there is a strategy o; € AS; such that u;(o;, s_;) >
wi(si, s—;) for all s_; € S_; of the other players and there exists a strategy
profile § € S_; such that w;(0;, ) > u;(s;,5-:) - 1]
Best response strategy.

In an N player normal form game. A strategy s* for player 7 is a best response
to some strategy profile s_; if and only if u;(s*,s_;) > u;(s,s_;) for all s € S;.

1]

Nash equilibrium.

In an N player normal form game. A Nash equilibrium is a strategy profile
7 = (51, 82,...,5xn) such that:

uz(§) Z ui<<§i7 §,1> for all ¢

For the remainder of this question consider the battle of the sexes game:

(55 (0)

(b) By clearly stating the techniques used: obtain all (if any) pure Nash equilibrium.

We attempt to identify best responses under the assumption of common knowledge
of rationality:
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(L,-1) (=2,2)
(=3,3) (1,-1)
There is no pure Nash equilibrium.
[4]
Plot the utilities to player 1 (the row player) assuming that the 2nd player (the
column player) plays a mixed strategy: o3 = (y,1 — y).
We have:

uy(ry,09) =y — 242y =3y — 2

and

uy(ra,00) = =3y+1—y=1—4y

Which gives:

0.2 . 0.4 0.6 0.8 1

1]

Plot the utilities to player 2 (the column player) assuming that the 1st player (the
row player) plays a mixed strategy: o; = (2,1 — z).
We have:
ug(oy,81) = —r+3—-3r=3—4x
and

ug(oq,82) =20 —14+2x=3zx—1

Which gives:
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0.2 . 0.4 0.6 0.8 1

[1]
Assuming that player 1 plays the mixed strategy oy = (x,1—x), show that player
1I’s best response x* to a mixed strategy oo = (y, 1 — y) is given by:

0, if y <3/7
=<1, if y >3/7

indifferent, otherwise

We have u;(rq, 02) = ui(r1,02) = y = 3/7. From the plots we see that if y < 3/7
then player 1’s best response is to play r, which corresponds to x = 0, similarly
for y > 3/7 and finally if y = 3/7 player 1 is indifferent.

2]

Similarly show that player 2’s best response y* is given by:

0, if x> 4/7
Y =91, if v <4/7

indifferent, otherwise

We have ug (01, s1) = ui(01, $2) = @ = 4/7. From the plots we see that if x < 4/7
then player 2’s best response is to play s; which corresponds to y = 1, similarly
for > 4/7 and finally if z = 4/7 player 2 is indifferent.

2]
Use the above to obtain all Nash equilibria for the game.
We see that the only mixed strategy that is a pair of best responses is (01, 03) =
((4/7,3/7),(3/7,4/7)).

Confirm this result by stating, proving and using the Equality of Payoffs theorem.

S

The equality of payoffs theorem states:

In an N player normal form game if the strategy profile (o;,s_;) is a Nash equi-
libria then:
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u;i(04,5-;) = ui(s,s_;) for all s € S(o;) forall 1 <i < N

Proof:
If |S(0;)| = 1 then the proof is trivial.
We assume that |S(0;)| > 1. Let us assume that the theorem is not true so that

there exists 5 € S(o) such that
ui(oi, 5-i) # wi(8,5-:)

Without loss of generality let us assume that:

5 = argmax,cg(,)Ui(s, 5-i)

Thus we have:

Giving:

u; (05, 5-;) < ui(5,5-;)

which implies that (o, s_;) is not a Nash equilibrium.
[4]
To verify the mixed Nash equilibria found previously we apply the theorem:

/7
/7

uy(r1,09) = uy(re, 09) = 4

3
4

=
I

U2(01, $1) = U2(01, S9) =

As required.



MA3600/Mock-solution

5. (a) Consider the centipede game shown below:

(2,0)

Obtain a subgame perfect Nash equilibrium for this game (you are expected to
prove that it is a subgame perfect Nash equilibrium).

Writing down the normal form representation of the game gives the following two
strategy sets:

S, = {PP,PT,TP,TT}
Sy = {PP,PT, TP, TT}
2]

Using that ordering of strategies the normal form representation of the game is
given with the best responses shown:

(=] [anli NRNTEN
S— N N
S— e N
S— e N
N N = =
1O 1O e W
S— e N

[4]
This identifies 4 pure Nash equilibria: {(TP,TP), (TP, TT),(TT,TP),(TT,TT)}.
1]

If we consider the subgame generated by node b we have the following strategy
sets:

S1={P, T}
So={PP,PT, TP, TT}
With the following normal form game:
(4,4) (3,5 (L,3) (L,3)
4,2) (42) (L3) (L3)

This identifies 2 pure Nash equilibria that can potentially be sub-game perfect:
((TT,TP),(TT,TT)}.
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[1]
If we consider the subgame generated by node ¢ we have the following strategy
sets:

Sy ={P,T}
Sy = {PaT}

With the following normal form game:

(4,4) (3,5)

(4,2) (4,2)
This identifies the same 2 pure Nash equilibria that can potentially be sub-game
perfect: {(TT,TP),(TT,TT)}.

The final subgame (generated at node d) shows that (77, T'T) is the only subgame
perfect Nash equilibria.

[1]
Prove the following theorem:

“For any finitely repeated game, any sequence of stage Nash profiles gives the
outcome of a subgame perfect Nash equilibrium.”

[4]

If we consider the strategy given by:
(k)

“Player ¢ should play strategy s, regardless of the play of any previous strategy

profiles.”

where §§k) is the strategy played by player ¢ in any stage Nash profile. The £ is

used to indicate that all players play strategies from the same stage Nash profile.

Using backwards induction we see that this strategy is a Nash equilibrium. Fur-
thermore it is a stage Nash profile so it is a Nash equilibria for the last stage game
which is the last subgame. If we consider (in an inductive way) each subsequent
subgame the result holds.

If they exist identify all subgame perfect Nash equilibrium for the following two
games:

10
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o(1,-1)

The strategy sets are:

S, = {AT, AH, BT, BH}
Sy, ={TD,TC,HD,HC}

2]

This gives the following normal form representation (with best responses shown):

[2]
We have 4 pure Nash equilibrium: (BT,TD),(BT,HD),(BH,TD),(BH,HD,).
[1]

Considering the subgame generated by node b (using Sy = {BT,BH} and S, =
(TD, HDY):

1]
by the equality of payoffs theorem the mixed Nash equilibrium (z,1—z), (y, 1 —y)
is a solution to:

y—2+2y=-3y+1—y
—x+3—-3r=2xr—1+=z

11
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which gives = 4/7 and y = 3/7 thus the only subgame perfect Nash equilibrium
is:

(0,0,4/7,3/7),(3/7,0,4/7,0)

o(1,-2)
o«(—4,2)

o(—1,2)

«(3,—1)

This is not a valid game as the strategies available in the information set contain-
ing nodes d and e are not the same.

2]

12
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(a) Define a stochastic game.
A stochastic game is defined by:

e X a set of states with a stage game defined for each state;
A set of strategies S;(x) for each player for each state x € X;

A set of rewards dependant on the state and the actions of the other players:
ui(xa 51, 82);

A set of probabilities of transitioning to a future state: w(z’|x, s1, s2);

Each stage game is played at a set of discrete times t.
[4]
(b) Define a Markov strategy.

A strategy is call a Markov strategy if the behaviour dictated is not time depen-
dent.

2]
(c) Give the conditions for Nash equilibrium in a stochastic game.
A Nash equilibrium satisfies:

Uf(z) = max (u;(x,r,s%) +5Z (2|, r, s UL (2))

resSi(z)

r'eX
U;(x)zsggixé)(uzxr )8 +(5xz€;( (@ |z,r*, s)Us (2)

[3]
(d) Obtain the pure strategy Nash equilibria (if it exists) for the following game with
0=.5:

(1,4) (7, 2)

(.4, .6) (0,1)

(1,1) (2,1) (0, 0)

(1,0) (1,0) (0,1)

13
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State y gives no value to either player so we only need to consider state x. Let
the future gains to 1 in state x by u and the future gains to player 2 in state z
be v. Thus the players are facing the following game:

2]

(1+1/5u,44 1/5v) (7,2)
((1 +1/2u, 1+ 1/2v) (2+1/2u,1+ 1/ZU)>

2]
There are 4 potential pure strategy equilibrium:

e (a,c) which requires 1+ 1/5u > 1+ 1/2u and 4 4+ 1/50 > 2 = u < 0 and
v > —10. If this is the equilibria then v = 1 + 1/5u which gives u = 5/4

which contradicts the constraint. (3]
e (a,d) which requires 7> 2+ 1/2u and 4+ 1/5v <2 = « < 10 and v < —10.
If this is the equilibria then v = 2 which contradicts the constraint. (3]

e (b,c) which requires 1+1/5u < 1+1/2uand 1+1/2v > 1+1/2v = u > 0. If
this is the equilibria then © = 2 and v = 2 which contradicts no constraints.

3]
e (b,d) which requires 2+ 1/2u > 7 and 1+1/2v > 1+ 1/2v = u > 10. If this
is the equilibria then u = 4 which contradicts the constraints. 3]

Thus (b, ¢) is the unique Nash Equilibrium.

14X



